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ABSTRACT

This study evaluates the results of various numerical techniques intended to estimate environmental variables from the composition of associations of organisms in sediment samples. An analysis is made of various transfer functions (species regression technique, 13 variants; weighted average technique, 8 variants; principal component regression technique, 270 variants; discriminant analysis technique, one procedure) and of the modern analog technique (11 variants). The initial point is the calibration data set composed of the associations of planktonic foraminifera contained in 605 core-top samples from the North Atlantic and the Mediterranean, together with the corresponding sea surface winter temperatures. To compare the results of the various techniques, the calibration data set is randomly divided into two subsets of 450 and 155 samples, respectively. The former is used as the provisional calibration data set; this is used to estimate the winter temperatures of the subset of 155 samples (the analog set) and of another set, formed of 27 samples from the South Atlantic and the Indian Ocean (no-analog set). After evaluating the errors of the estimate of the different techniques, the best ones are selected. The provisional calibration data set is randomly divided into three new sets of 150 samples, each of which is estimated by the techniques selected in the first experiment, with the remaining 455 samples being used as the provisional calibration data set. The evaluation of the errors of the estimate of the four experiments together leads us to the conclusion that, among the transfer functions, the best for the analog set is a principal component regression technique based on an R-mode analysis of the correlation matrix, with retention of the first 9 non rotated principal components; for the paleoecological equation, the nonlinear equation of the second degree is used. For the no-analog set, the best technique is the one using the variance - covariance matrix, the first 6 non rotated principal components and a linear equation. Of the modern analog techniques, the best ones use the squared chord distance as the dissimilarity coefficient and the inverse distance squared weighting function (for the analog set) or the chord similarity measure weighting function (for the no-analog set). On comparing the results of the two groups of techniques, the modern analog technique is seen to be superior.
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RESUMEN

En este estudio se evalúan los resultados de varias técnicas numéricas destinadas a estimar los valores de variables ambientales a partir de la composición de las asociaciones de organismos contenidas en muestras sedimentarias. Se han analizado los resultados de funciones de transferencia (13 variantes de la técnica de la regresión de especies, 8 variantes de la técnica de la media ponderada, 270 variantes de la técnica de la regresión de componentes principales y un procedimiento de la técnica del análisis discriminante) y de técnicas basadas en la detección de análogos modernos (11 variantes). El punto de partida es un conjunto de datos de calibración formado por las abundancias relativas de 26 especies de foraminíferos planctónicos en las asociaciones de foraminíferos planctónicos contenidas en muestras de 605 cimas de sondeos procedentes del Atlántico N y del Mediterráneo, y las correspondientes temperaturas invernales de las aguas superficiales. Para comparar los resultados de las distintas técnicas se dividió aleatoriamente el conjunto de calibración en dos subconjuntos de 450 y 155 muestras, respectivamente. El primero se utilizó como conjunto de calibración provisional para estimar las temperaturas invernales del subconjunto de 155 muestras (para simular un conjunto análogo) y de otro conjunto de 27 muestras procedentes del Atlántico S y del Índico (como conjunto no análogo). Tras evaluar los errores de la estimación correspondientes a las diferentes técnicas, se seleccionaron las mejores. A
INTRODUCTION

Since the late 1960s, various numerical techniques have been suggested to estimate the values of environmental variables in the past, based on the relation between the composition of assemblages of contemporary organisms and the values of environmental variables within a set of observations, the calibration data set (Berger, 1969; Imbrie and Kipp, 1971; Hecht, 1973; Williams and Johnson, 1975; Berger and Gardner, 1975; Hutson, 1977, 1980). Although all the techniques examined in this study were designed to calculate the values of oceanographic variables (particularly sea surface temperatures) based on the composition of the assemblages of planktonic foraminifera, they can be applied to other organisms and/or other environments.

Numerical techniques of this type can be divided into two groups.

a) Transfer function techniques (including species regression, weighted average regression, principal component regression and discriminant analysis) start with the calculation, from the calibration data set, of the parameters of an empirical equation to estimate the values of the environmental variable, which is derived from the percentage composition of the assemblages, in their initial state, or after being submitted to different transformations. The subsequent step, after the transformation of the percentage composition of the fossil assemblage, if required by the technique employed, is the application of this equation to infer the corresponding value of the environmental variable.

b) Modern analog techniques, based on a direct transfer, assign to the fossil sample the average (weighted or unweighted) of the values of the environmental variable within the subset of samples of the calibration data set that are, in faunal terms, most similar (or least dissimilar) and are, therefore, conceptually simplest.

The inevitable question arises: which is the better technique? There are conflicting conclusions from researchers who have compared the results of two or more methods. Hutson (1977) prefers weighted regression, while Prell (1985) and Pflaumann et al., (1996) favour modern analog techniques; Le (1992), however, is inclined towards principal component regression. This paper evaluates the results of the above techniques, using a calibration data set covering the North Atlantic and the Mediterranean. These techniques are applied to two sample sets, one of (partial) analog conditions and another of no-analog conditions.

BASIC PROBLEMS AND ANTECEDENTS

ASSUMPTIONS IMPLICIT IN THE TECHNIQUES

To apply any of these techniques, a series of general assumptions must be made about the relations within the calibration data set and about those between the latter and the fossil assemblage (Imbrie and Kipp, 1971; Imbrie et al., 1973; Hutson, 1977; Imbrie and Webb, 1981; Prell, 1985; Thunnell, 1979; Dowsett and Poore, 1990; Le, 1992; Maslin et al., 1995). In the case of the modern analog technique, the general assumption is that the more similar two samples are in faunal composition the closer are the respective values of the environmental variable in the habitat of the biocenoses from which they proceed. In the case of the transfer function techniques, the first and most general assumption is that the composition of the assemblages of the sediment surface is systematically related to the physical nature of the medium lived in by the organisms that produce them (Imbrie and Kipp, 1971). But the question is not straightforward and is further complicated when the all-embracing term “physical nature of the medium” must be substituted by “environmental variable”:

- Firstly, one must suppose that the environmental variable is (or is linearly related to) a variable that is ecologically important to the group of organisms. In principle, this assumption poses no great problem for the case here studied: sea surface temperatures and planktonic foraminifera.
- Secondly, the composition of the assemblage is expressed in terms of the relative abundances of its...
elements. However, the relative abundance of an element within an assemblage depends on its absolute abundance and on the absolute abundances of the other elements, irrespective of whether there is any kind of biological relation with them. Ideally, the starting point would be the relation between the absolute abundance of each element and the values of the environmental variable in the calibration data set. Obviously, however, this is not possible as the absolute abundance of an element within a sample depends on three factors that may be totally unrelated: the rate of production of the element by the biocenoses, the rate of sedimentation of the other components of the sediment (organic and inorganic) and taphonomic alteration. Consequently, calibration must be performed on relative abundance and not with biocenoses but with taphocenoses.

- Thirdly, the composition of the assemblage depends not just one, but a set of environmental and taphonomic variables. This problem may be resolved by transforming the data for assemblages into single-variable values that may be assumed to act as the independent variable of an equation, whether linear or otherwise, estimating the environmental variable (e.g., in the weighted average regression technique) or into contributions to each assemblage by a series of orthogonal components - theoretical assemblages - the number of which must be greater than that of the environmental variables assumed to have influenced the composition of the real assemblage (principal component regression technique, Imbrie and Kipp, 1971; Imbrie et al., 1973).

Additionally, the application of any numerical technique (transfer function or modern analog technique) requires two more assumptions to be fulfilled:

- Fourthly, that the fossil assemblage is located within the hypervolume occupied by the calibration data set in the hyperspace whose axes are the elements of the assemblages (i.e., to use the terminology of Hutson, 1977, that the fossil assemblage is a biological analog). This assumption is very difficult to test, except in the case where the relative abundance of a species within a fossil assemblage exceeds the maximum value measured in the calibration data set. When this is not so, there exists the risk of the transfer function producing anomalous results due, for example, to an extrapolation resulting in the overestimating or underestimating of the values of the environmental variable. Of the transfer functions, only the weighted average regression technique avoids this problem (Hutson, 1977); the modern analog technique, because of its methodology, will also be unaffected by it.

- Fifthly, that the elements (normally species) of the fossil assemblage are also part of the assemblages of the calibration data set. This assumption is a taxonomic hypothesis; the failure of this might derive from phenomena of homeomorphy. This leads to another question: is it possible to apply one of these numerical techniques if the fossil assemblage contains species that are currently absent, whether by extinction, or by phylectic evolution, or if the calibration data set contains species that are more recent than the fossil assemblage? The only solution lies in accepting the hypothesis that the fossil species are the ecological equivalents of their modern descendants and in ignoring the contemporary species without supposed equivalents in the fossil assemblage and vice versa (Thunnell, 1979; Dowsett and Poore, 1990; Dowsett, 1991).

Finally, two more assumptions must be accepted. These are difficult, if not impossible, to prove affirmatively, though in the course of research there may appear evidence to refute them.

- Sixthly, that the environment lived in by the organisms of the fossil sample has modern analogs within the calibration data set.

- Seventhly, that the ecological response of the various elements of the fossil assemblage was similar to that shown by their present-day representatives or equivalents.

If there exist reasons to doubt the validity of any of the above assumptions, there will obviously be a reduction in the confidence for the estimate obtained with the numerical technique.

PROCEDURES TO EVALUATE THE ESTIMATES

Various criteria have been proposed to evaluate the quality of the results but, unfortunately, none is definitive and, indeed, the validity of some of them is open to question:

a) The first is exclusive to the modern analog technique. The estimated value of the environmental variable is an average of the values of this variable in the subset of most similar samples. The dispersion statistics of these values may thus be indicative of the confidence about the estimate. For example, the lower the range of values, the more accurate must the estimated value be (Hutson, 1980). This aspect is discussed further below.

b) Another criterion consists in evaluating the errors of the values estimated by the transfer function when this is applied to the calibration data set from which it derives by a series of statistics and indices: standard error of
estimate, multiple correlation coefficient (both, normally, adjusted to take into account the degrees of freedom lost), maximum error of the estimate, number of errors of the estimate (expressed in absolute values) exceeding a given limit value, distribution of the errors of the estimate with respect to the observed values (to determine whether there is an accumulation of errors in particular regions of the range of values of the environmental variable), geographical distribution of the errors of the estimate in the area covered by the calibration data set, etc. This criterion has been used on many occasions (Imbrie and Kipp, 1971; Imbrie et al., 1973; Kipp, 1976, and, in general, all those authors who have employed techniques that include a regression). Obviously, if a technique produces unsatisfactory results according to this criterion it must be discarded, but the obtaining of a good result is no guarantee that this would be repeated when applied to a different set, even in the case where this is obtained from analogous conditions (see below). In the case of the modern analog technique, there is no equivalent criterion. When the value of an environmental variable is estimated for any sample from the calibration data set, this automatically becomes a sample that is excluded from the set in question. Thus, the evaluation of the errors of the estimate deriving from this technique when applied to the calibration data set should be considered according to the following criterion.

c) Another possible evaluation criterion consists of applying the transfer technique to contemporary samples that are not included in the calibration data set. A set of samples obtained from the geographical area covered by the calibration data set might be a good test of the technique in approximately analog conditions, providing the sampling density in the area of the calibration data set is suitable (though, of course, some samples may be biologically or environmentally no-analog). However, the transfer techniques may also be tested in no-analog conditions with a set of samples obtained from another geographical area (e.g., Berger and Gardner, 1975, applied a transfer function calculated with a calibration data set from the North Atlantic to a set of samples from the South Pacific, and Kipp, 1976, derived a transfer function from the North Atlantic and applied it to the South Atlantic). In such cases, apart from the possibility that the set might contain biological or environmental no-analog, the ecological response of the species may be different (Cifelli, 1971). It is also possible to resort to a set obtained from another taphonomic environment (Hutson, 1977, 1978, used a transfer function derived from a set of samples with low dissolution, applied to a set of samples with high dissolution) or from another ecological environment.

We shall now consider criteria based on the analysis of estimates from fossil samples:

d) In certain cases, the technique provides values that are clearly meaningless and it can then be immediately discarded. An example of this is the 76°C obtained for a sample from the Norwegian Sea (Hutson, 1977). However, in most cases the possible error is not so obvious.

e) Another possibility is to compare the estimates provided by different methodologies. If, using the same calibration data set, different techniques are applied to a fossil sample and clearly different estimates are obtained, it is fair to suspect no-analog conditions (Hutson, 1977). Of course, this in itself provides no indication of which technique is the best. When similar estimates are obtained, while the relative suitability of the techniques is still not clarified, at least a certain confidence may be placed in the validity of the result. Nevertheless, as will be made clear below, even this is not guaranteed.

f) Alternatively, one could choose to estimate the environmental variable by using different groups of organisms (CLIMAP, 1976; Molfino et al., 1982), but the lack of agreement between the estimates does not indicate, either, the optimum technique to employ.

g) Finally, the estimated value of the environmental value could be compared with that indicated by tests that are not based on the composition of assemblages of organisms (e.g., oxygen isotopes, Imbrie et al., 1973), taking into account the same reservations as expressed above.

All these tests could be described as external (Sachs et al., 1977); internal tests, however, can also be used:

h) In the case of the techniques that include Q-mode factor analysis, it might be useful to examine the values of the communalities, though there are conflicting opinions on this. The communality of a sample is a measure of the proportion of the original information (biological, in this case) conserved in the principal components. Communality, therefore, measures the success of Q-mode factor analysis in describing the composition of a sample. According to Imbrie and Kipp (1971), low communality values could be associated with anomalies in the composition due to differential dissolution, stratigraphic mixing or to local ecological phenomena. Hutson (1977) suggested such values might indicate a no-analog condition, though the contrary is not necessarily true. On the other hand, Le (1992) concluded that low communality does not necessarily indicate a no-analog condition. The main problem, however, lies in the relation between communalities and errors of the estimate. Hutson (1977), applying a transfer function calibrated with a low dissolution set to a high dissolution one, found a clear negative correlation between communalities and errors of the estimate. Nevertheless, Le (1992) found no such relation within his data calibration set. This question is further considered below.

i) For the case of R mode analyses, the T values of the test for outliers (Rohlf, 1993) could be used, with the same qualifications as expressed above.

j) With regard to the modern analog technique, the biological no-analog samples are detected by their low values of similarity coefficients or high values of taxonomic distances. Nevertheless, there is no clear relation between the magnitude of the errors of the estimate and the values of the similarity or dissimilarity coefficients (see below).
MATERIALS AND METHODS

CALIBRATION DATA SET

This research was undertaken with the aim of developing a series of procedures to calculate the values of the environmental values of the surface of the Alborán Sea during the Quaternary. Given the geographical position of the Alborán Sea, in the westernmost part of the Mediterranean and the presumably important environmental variations in the Quaternary, we thought it logical to start from a broad calibration data set, covering the North Atlantic and the Mediterranean. In addition, working with such a geographically wide-ranging calibration data set reduces the possibility of the sample to be estimated coming from no-analog conditions.

Numerous articles contain quantitative data on the assemblages of planktonic foraminifera in the study area. From these, we selected those following taxonomic schemes equivalent to that of Kipp (1976), given its acceptance among the authors who have worked with transfer function techniques and, also, the great number of core top samples included in his study. Unfortunately, but inevitably, this meant not being able to include the data from several interesting studies. Furthermore, and despite their possible ecological interest, it was necessary to group the members of three pairs of morphotypes, as they were not separated by all the authors: pink and white Globigerinoides ruber, G. triobus (= G. sacculifer) with and without suclike final chamber, and right-coiling Neogloboquadridina pachyderma and “P-D intergrade”. The 26 species and morphotypes used are listed in Table 1. Finally, we maintained the lists contained in Gardner and Hays (1976), Kellogg (1976), Kipp (1976), Balsam and Flessa (1978) and Pujol (1980). We also added the lists of Thunell (1978), Brunner (1979) and Louharte (1981), which were not included in their respective publications, but were very kindly made available by their authors.

The data on the environmental variable (it was decided to use the sea surface winter temperature) were obtained from the maps produced by Gorshkov (1978). As these maps only extend up to latitude 71° N, it was necessary to eliminate 16 samples located further to the north.

Finally, the calibration data set was composed of a relative abundance matrix of 605 samples (geographic location in Fig. 1) with 26 species (and morphotypes) and a temperature vector of 605 observations.

It should be noted that the calibration data set includes samples dissolved to various degrees. This, in principle, might be advantageous: the transfer function could provide accurate estimates under a large range of dissolution conditions (Kipp, 1976; Hutson, 1978; Hutson and Prell, 1980; Thompson, 1981). However, Miao et al. (1994), using a transfer function (developed by Thompson, 1981), based on a wide range of dissolution samples, showed that increases in dissolution result in cooler sea surface temperature estimates. There exist several possibilities to reduce the impact of this problem:

a) To calibrate high- and low-dissolution transfer functions (see Hutson, 1978).

b) To create a calibration data set using samples with larger mesh sizes, assuming that planktonic foraminifera in coarse size fraction are more resistant to dissolution (Thompson, 1976; Hutson, 1978).

c) To attempt to reconstruct the original composition of the associations of samples altered by dissolution (Le and Thunell, 1996).

None of these solutions has been employed in this study; the wide range of dissolution conditions within the calibration data set has been retained, in order to observe the behaviour of the transfer function in the case of samples affected by selective dissolution. As regards the modern analog technique, given the way in which it estimates paleotemperatures, this should work equally well with samples with either high or low degrees of dissolution, always providing there are analogous samples in the calibration set.

TECHNIQUES EMPLOYED AND ITS VARIANTS

Below, we shall employ the terms used by Hutson (1977) in a revision of those described until then, with the appropriate additions.

Species regression technique

To apply this technique, described by Hutson (1977), it is only necessary to apply a multiple regression to calculate the constant and the coefficients of the equation estimating the values of the environmental variable (dependent variable) from the relative abundance of the species (independent variables). By applying such an equation to the relative abundance of the species in the fossil assemblage, we directly obtain the estimated value of the environmental variable. If a linear equation is fitted, the number of coefficients to calculate is not excessive (26 in our case). But if we attempt to work with a nonlinear equation of the second degree, the number of independent variables becomes so great (as the squares and cross-products of the original variables must be added) that normal computation methods are insufficient (in our case, we were not able to perform the regression of the 377 variables of the cross product matrix).

This study tested, as well as the original version (Tab. 3, SPR), some modifications to the technique:

a) Transformation of the relative abundances so that each vector sample has a length of 1 (Tab. 3, SPRVL1).

b) Logit transformation of the relative abundances: logarithm of the relative abundance divided by one minus the logarithm of the relative abundance, with prior substitution of the zero values by quantities lower than the least non-zero relative abundance in the calibration data set. Substitutions were tested with values of 0.0001, 0.0002, ..., 0.0009 (Tab. 3, SPRLOGIT1,...,SPRLOGIT9). By means of these transformations, the relative abundances were converted into negative and positive values.

c) Reduction of the number of variables to a more manageable quantity (18), eliminating those making the lowest contribution to the reduction of the residuals. To achieve this, a stepwise regression was used: the species eliminated were Globigerina calida, Globigerinoides conglobatus, Neogloboquadridina dumerrei, Globigerinita glutinata, Globorotalia inflata, Pallentina obliquiloculata, left-coiling Globorotalia truncatulinoides and Orbulina
universa. Clearly, such a solution might seem somewhat drastic, as it eliminates species that are important constituents in some assemblages (especially *N. dutertrei* and *G. inflata*) but with this procedure it is possible to test an equation of the second degree. The table 3 gives the results of the linear and quadratic equations, after the elimination of the eight species and the calculation of the relative abundances (Tab. 3, SPR18LIN and SPR18QUAD).

**Weighted average technique**

This technique, in Berger and Gardner’s version (1975), has been used by Hutson (1977), Birks et al. (1990) and Le (1992). It comprises two steps: firstly, provisional values are estimated for the environmental variable of the calibration data set samples. This is performed by calculating the average of the optimum values of the environmental variable for the species present in each sample, weighted with the relative abundance of the species in question. Secondly, a linear equation is fitted, taking the values obtained in the previous estimate as those of the independent variable; for the values of the dependent variable, those of the environmental variable in the calibration data set are used. To estimate the value of the variable for the fossil sample, an initial result is obtained from the first-step, which is subsequently corrected with the coefficient and the constant of the second-step equation.

The method used to obtain the optimum values of the environmental variable for each species is somewhat imprecise in Berger and Gardner’s study (1975). Here, we decided upon the mean of the values of the variable in the calibration data set, weighted with the relative abundances of the species (Birks et al. 1990) (Tab. 3, WAOPT). As regards the regression, a study of the plot with the values of the first estimate of the variable and of the observed values led us to suspect that the linear equation would not provide optimum results. Therefore, the nonlinear equation of the second degree and a potential equation with intercept (y=a+bx^2) (Tab. 3, rows WAOPPTLIN, WAOPTQUAD, WAOPPTPOT) were also fitted.

As the tolerance (maximum likelihood estimate of weighted standard deviation) of the optimum value varied to a considerable extent (from ±2.71 °C for *Sphaeroidinella dehiscens* and ±6.58 °C for *Globigerinoides glutinatus*), we also applied the relevant formula provided by Birks et al. (1990) (see, too, Le, 1992) (Tab. 3, WATOL). The results were also adjusted with the three equations quoted in the above paragraph (Tab. 3, rows WATOLLIN, WATOLQUAD, WATOLPOT).

**Principal component regression technique**

This has been described and discussed in detail by Imbrie and Kipp (1971), while the mathematical aspects, as regards principal component analysis, were studied in depth by Klovan and Imbrie (1971). It has subsequently been used by many authors, both applied to planktonic foraminifera (e.g., Imbrie et al., 1973; Kipp, 1976; Gardner and Hays, 1976; Hutson, 1977; 1978; Molina-Cruz and Thiede, 1978; Thunnell, 1979; Pujol, 1980; Molino *et al.*, 1982; Dowsett and Poore, 1990; Le, 1992; Pflaumann *et al.*, 1996) and to other groups of organisms. The technique basically consists of fitting the nonlinear equation of the second degree that estimates the environmental variable from the first m principal component loadings (rotated by means of the varimax criterion) of the cosine-theta matrix of the samples. Several of these operations may be substituted by other alternative ones, some of which are examined in this study (Tabs. 2 and 4).

a) Association matrix. Imbrie and Kipp’s method is based on the Q-mode analysis of the cosine-theta matrix. Alternatively, other types of similarity coefficients between objects can be analysed, or R-mode can be used, analysing the correlation matrix or the variance-covariance matrix between the variables. In such cases, the regression is applied to the principal component scores. Both R-modes, together with the Q-mode of the cosine-theta matrix, have been examined in this study, using three groups of tests: COS, COR and CVC.

b) Rotation. There are various procedures to perform the rotation of the eigenvector matrix. In this study, in addition to the varimax criterion, rotations applying the equamax and quartimax criteria were tested. Unrotated matrices were also studied. When we carried out, for example, varimax rotation of the first m principal components, there is a change in the principal component loadings (Q-mode) or the principal component scores (R-mode). The coefficients of the paleoecological equations derived from the regression of the rotated and un-rotated matrices are, thus, also different. But the estimated values with both equations are identical (apart from rounding errors). Varimax rotation produces principal components that are easier to interpret, but neither increases nor decreases the errors of the estimate. If the first p principal components are rotated and from those, the first m are taken (p>m), the paleoecological equation corresponding to the matrix rotated in this way produces different estimates. Testing all the possibilities arising from the above case would lead to an impractical number of tests. In this study, we decided to rotate all the principal vectors (p=m, 26). Consequently, the principal components of each association matrix were tested in four ways: non-rotated (NR) and rotated with the equamax, quartimax and varimax criteria (EX, QX and VX), except in the case of the cosine-theta matrix rotated by the equamax criterion, as it was not possible to achieve convergence in 300 iterations.

c) Number of principal components. Imbrie and Kipp decided upon 5 principal components, basing their choice on the geographical distribution of the planktonic foraminifera. The number of principal components used in later studies has usually been five, six (e.g., Kipp, 1976) or seven (e.g., Hutson and Prell, 1980), also for biogeographical reasons. Le (1992) compared the results when using six, eight or ten principal components, and concluded it was not sufficient to consider only the biogeographical provinces to determine the number of principal components; he therefore recommended using a number of principal components that would avoid low communalities in the samples to be estimated. Initially, we applied a stepwise regression procedure in order to estimate the number of principal components which can be removed, but we got odd results (see also the section on species regression technique). For example, when we applied the procedure to the 26 components of the variance-
covariance matrix, six of them were eliminated, but not the last six, but the numbers 12, 13, 18, 19, 22 and 26. This is not a surprise due to the problems of the stepwise regression procedure (see, for example, SYSTAT, pp. 168-169). Finally, we decided to test transfer functions with 1, 2, 3, 4, 5, 6, 7, 8, 9, 12, 15, and 18 principal components. In those cases where better results were obtained with 9 than with 8 or 12, the functions of 10 and 11 principal components were added. In this way, each of the procedures defined in the above sections (COSNR, COSQX, COSVX, CORNR, COREX, CORQX, CORVX, VCVRX, VCVQR, VCVRQ, and CVVQX) produces 12 or 14 transfer functions (COSNR1, COSNR2, COSNR3, COSNR4, COSNR5, COSNR6, COSNR7, COSNR8, COSNR9, COSNR10, COSNR11, COSNR12, COSNR13, COSNR14, COSNR15, COSNR16, COSNR17, COSNR18, etc.).

d) Regression. Although most authors following Imbrie and Kipp's method have used the nonlinear equation of the second degree, the linear equation has also been employed; for example, it was preferred by Hutson (1977). Both possibilities have been investigated in this study: COSNR1LIN, COSNR1QUAD, COSNR2LIN, COSNR2QUAD, etc. In total, 270 variants of Imbrie and Kipp's method were tested (Tabs. 2 and 4).

**Discriminant analysis technique**

Although the initial results are promising, it has not yet been possible to satisfactorily develop this technique. In fact, as will be seen below, it would be necessary to have a much wider calibration data set to achieve acceptable results.

If the samples of the calibration data set are classified into a series of groups, using any procedure, numerical or otherwise, a subsequent discriminant analysis (included in many statistical packages: SPSS, SYSTAT, NTYSY, etc.) will provide classification functions enabling us to identify the group to which each sample of the calibration data set belongs and to identify the group in which other samples, not belonging to this set, should be included.

To apply this technique, all the samples of the calibration data set corresponding to a certain value interval of the environmental variable are grouped together. In our study, we chose intervals of 0.5 °C; as there was only a small number of samples of the calibration data set with winter temperatures below 2 °C, we decided to combine them into a single group. Thus, 54 groups were established: <2 °C, 2 °C to 2.5 °C, 2.5 °C to 3 °C...28 °C to 28.5 °C. Even so, some groups consisted of just three samples, a quantity which is clearly insufficient.

The results are listed in Tab. 3, row DISC.

**Modern analog technique**

This technique, described by Hutson in 1980, can be summarized in the following three successive steps:

a) Calculate the faunal similarity of the fossil assemblage with each of the assemblages of the calibration data set. Hutson used the cosine of the vector angle between the modern and the downcore sample as the similarity coefficient.

b) Create a subset with the ten most similar samples.

c) Calculate the average of the values of the environmental variable in the subset, weighted with the corresponding values of the similarity coefficient.

Obviously, each of these stages may be modified. The cosine of the vector angle has also been used by Pflaumann et al., 1996. Prell (1985) and Le (1992) chose a dissimilarity coefficient, the squared chord distance. In this study, both coefficients have been used, in addition to the Euclidean distance, the average Manhattan distance (city block) and the squared chi^2 distance (MATCOS, MATSCH2, MATUC, MATHMAN, MATCH2, respectively) (see Overpeck et al., 1985, for other possibilities).

The number of analogs to be included in the subset is doubtless the aspect of the technique that is most liable to modification, either by choosing a fixed number of analogs or by assigning to the subset all the contemporary samples presenting a similarity above a certain minimum value or a dissimilarity below a maximum value. In this study, a fixed number of analogs, ten as in the original work, was decided upon.

With respect to the weighting method, Pflaumann et al., 1996, included the geographical distance between the modern sample and the downcore sample. Clearly, this might reduce the size of the error of the estimate if each sample of the calibration data set is estimated with the other samples from the set. But taking into account that environmental changes lead to faunal migrations, it seems more suitable not to introduce geographical distance into the estimate of the downcore sample. Only if a calibration data set including samples from more than one hemisphere or ocean were used (i.e., changes in the ecological responses of the species) would the use of geographical weighting be justified. In this study, therefore, the original
| N  | RNA | RA  | SENA | SEA | N  | RNA | RA  | SENA | SEA | N  | RNA | RA  | SENA | SEA | N  | RNA | RA  | SENA | SEA |
|----|-----|-----|------|-----|----|-----|-----|------|-----|----|-----|-----|------|-----|----|-----|-----|-----|----|-----|-----|------|-----|----|-----|-----|------|-----|
| 1  | 0.698 | 0.697 | 4.888 | 4.893 | 1  | 0.897 | 0.897 | 3.017 | 3.020 | 1  | 0.812 | 0.811 | 3.089 | 3.099 | 1  | 0.750 | 0.749 | 4.888 | 4.893 | 1  | 0.689 | 0.687 | 4.888 | 4.899 |
| 2  | 0.794 | 0.793 | 4.154 | 4.163 | 2  | 0.900 | 0.899 | 2.980 | 2.987 | 2  | 0.836 | 0.835 | 3.751 | 3.759 | 2  | 0.844 | 0.843 | 4.154 | 4.163 | 2  | 0.794 | 0.793 | 4.154 | 4.163 |
| 3  | 0.875 | 0.874 | 3.306 | 3.318 | 3  | 0.933 | 0.932 | 2.450 | 2.456 | 3  | 0.917 | 0.917 | 2.722 | 2.731 | 3  | 0.886 | 0.885 | 3.306 | 3.318 | 3  | 0.875 | 0.874 | 3.306 | 3.318 |
| 4  | 0.940 | 0.939 | 2.324 | 2.337 | 4  | 0.948 | 0.947 | 1.477 | 1.483 | 4  | 0.851 | 0.850 | 2.115 | 2.122 | 4  | 0.901 | 0.900 | 2.324 | 2.337 | 4  | 0.940 | 0.939 | 2.324 | 2.337 |
| 5  | 0.940 | 0.939 | 2.324 | 2.337 | 5  | 0.948 | 0.947 | 1.477 | 1.483 | 5  | 0.851 | 0.850 | 2.115 | 2.122 | 5  | 0.901 | 0.900 | 2.324 | 2.337 | 5  | 0.940 | 0.939 | 2.324 | 2.337 |
| 6  | 0.940 | 0.939 | 2.324 | 2.337 | 6  | 0.948 | 0.947 | 1.477 | 1.483 | 6  | 0.851 | 0.850 | 2.115 | 2.122 | 6  | 0.901 | 0.900 | 2.324 | 2.337 | 6  | 0.940 | 0.939 | 2.324 | 2.337 |
| 7  | 0.914 | 0.913 | 3.218 | 3.233 | 7  | 0.955 | 0.954 | 1.802 | 1.809 | 7  | 0.953 | 0.952 | 2.076 | 2.083 | 7  | 0.953 | 0.952 | 1.802 | 1.809 | 7  | 0.914 | 0.913 | 3.218 | 3.233 |
| 8  | 0.947 | 0.946 | 2.912 | 2.914 | 8  | 0.955 | 0.954 | 2.032 | 2.035 | 8  | 0.953 | 0.952 | 2.076 | 2.083 | 8  | 0.953 | 0.952 | 2.032 | 2.035 | 8  | 0.947 | 0.946 | 2.912 | 2.914 |
| 9  | 0.950 | 0.948 | 2.129 | 2.166 | 9  | 0.962 | 0.961 | 1.394 | 1.396 | 9  | 0.962 | 0.961 | 1.394 | 1.396 | 9  | 0.950 | 0.948 | 2.129 | 2.166 | 9  | 0.950 | 0.948 | 2.129 | 2.166 |
| 10 | 0.954 | 0.952 | 2.042 | 2.085 | 10 | 0.962 | 0.961 | 1.395 | 1.396 | 10 | 0.962 | 0.961 | 1.395 | 1.396 | 10 | 0.954 | 0.952 | 2.042 | 2.085 | 10 | 0.954 | 0.952 | 2.042 | 2.085 |
| 11 | 0.988 | 0.987 | 4.888 | 4.899 | 11 | 0.981 | 0.977 | 3.139 | 3.147 | 11 | 0.981 | 0.977 | 3.139 | 3.147 | 11 | 0.988 | 0.987 | 4.888 | 4.899 | 11 | 0.988 | 0.987 | 4.888 | 4.899 |
| 12 | 0.998 | 0.998 | 1.020 | 1.340 | 12 | 0.981 | 0.977 | 3.139 | 3.147 | 12 | 0.981 | 0.977 | 3.139 | 3.147 | 12 | 0.998 | 0.998 | 1.020 | 1.340 | 12 | 0.998 | 0.998 | 1.020 | 1.340 |
| 13 | 0.998 | 0.998 | 1.020 | 1.340 | 13 | 0.981 | 0.977 | 3.139 | 3.147 | 13 | 0.981 | 0.977 | 3.139 | 3.147 | 13 | 0.998 | 0.998 | 1.020 | 1.340 | 13 | 0.998 | 0.998 | 1.020 | 1.340 |
| 14 | 0.998 | 0.998 | 1.020 | 1.340 | 14 | 0.981 | 0.977 | 3.139 | 3.147 | 14 | 0.981 | 0.977 | 3.139 | 3.147 | 14 | 0.998 | 0.998 | 1.020 | 1.340 | 14 | 0.998 | 0.998 | 1.020 | 1.340 |
| 15 | 0.998 | 0.998 | 1.020 | 1.340 | 15 | 0.981 | 0.977 | 3.139 | 3.147 | 15 | 0.981 | 0.977 | 3.139 | 3.147 | 15 | 0.998 | 0.998 | 1.020 | 1.340 | 15 | 0.998 | 0.998 | 1.020 | 1.340 |
| 16 | 0.998 | 0.998 | 1.020 | 1.340 | 16 | 0.981 | 0.977 | 3.139 | 3.147 | 16 | 0.981 | 0.977 | 3.139 | 3.147 | 16 | 0.998 | 0.998 | 1.020 | 1.340 | 16 | 0.998 | 0.998 | 1.020 | 1.340 |


Table 2. Principal component regression technique. Multiple correlation coefficients and standard errors of residuals.
EVALUATION OF THE TECHNIQUES

There are, thus, 305 techniques in all. Which is the best? To compare the results of the different techniques tested, we used three types of criteria: the evaluation of the residuals of the calibration data set, the evaluation of the errors of the estimate of a set of samples obtained from the geographical area covered by the calibration data set and the evaluation of a set obtained from another geographical area.

Of the initial calibration set, 450 samples were randomly separated to be used as a provisional calibration data set (experiment 1a); the remaining 155 were to be used as a set of samples of analog conditions (in part; obviously, some must be, to a greater or lesser degree, biological or environmental no-analog). This procedure is intended to simulate the results that would be obtained by the various techniques if, during the time interval covering the downcore samples, the ecological responses of the species were similar to contemporary ones and the environmental and taphonomic conditions were not different from present-day ones in the area of the calibration data set. To simplify matters, this will henceforth be referred to as the analog set (though, strictly speaking, not all the samples are so).

Imbrie and Kipp (1971) included 27 samples from the Atlantic and Western Indian Ocean in their calibration data set. Since, for a particular value of environmental condition, the percentages of the species of planktonic foraminifera vary between oceans and between the hemispheres of an ocean (Cifelli, 1971, with respect to temperatures), these samples can be used to study the responses of the different techniques when they are applied to downcore samples, if the ecological responses of the species have not changed over time. Also for the sake of simplification, this will be termed the no-analog set.

As described above, when the modern analog technique is applied to each sample of the calibration data set, the sample in question is excluded from the set. However, to compare the results of this technique with those of the transfer functions, an analogous procedure was followed; the 155 samples from the analog set and the 27 from the no-analog set were estimated with each of

<table>
<thead>
<tr>
<th>ANALOG SET</th>
<th>NO-ANALOG SET</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR.FUNC.</td>
<td></td>
</tr>
<tr>
<td>SPRL1</td>
<td>1.93 8.4 1.37 18 34 -1</td>
</tr>
<tr>
<td>SPFRL1L</td>
<td>2.23 11.6 1.53 21 34 6</td>
</tr>
<tr>
<td>SPR16QUAD</td>
<td>2.66 12.5 1.73 27 40 -10 2</td>
</tr>
<tr>
<td>SPR261QUAD</td>
<td>1.97 7.3 1.44 18 35 0 2.50 6.0 2.07 7 11 -10</td>
</tr>
<tr>
<td>SPR140</td>
<td>1.92 7.3 1.41 17 33 0 2.30 5.0 1.60 7 11 -10</td>
</tr>
<tr>
<td>SPR261</td>
<td>1.91 7.3 1.40 16 33 0 2.30 5.1 1.65 6 11 -10</td>
</tr>
<tr>
<td>SPR162</td>
<td>1.89 7.3 1.38 14 33 3 2.29 5.0 1.61 7 11 -10</td>
</tr>
<tr>
<td>WAQOT</td>
<td>1.92 7.3 1.39 14 33 0 2.29 5.0 1.60 7 11 -10</td>
</tr>
<tr>
<td>WAQOT2</td>
<td>1.89 7.2 1.39 14 33 3 2.30 5.0 1.60 7 11 -10</td>
</tr>
<tr>
<td>WATOL</td>
<td>2.85 7.3 2.36 21 33 2 2.30 5.0 1.60 7 11 -10</td>
</tr>
<tr>
<td>WATOL2L</td>
<td>2.64 7.3 1.89 17 25 0 1.74 3.5 1.60 7 11 -10</td>
</tr>
<tr>
<td>WATOL3L</td>
<td>2.49 7.1 1.87 16 25 1 0.07 3.5 1.60 7 11 -10</td>
</tr>
<tr>
<td>WATOL4L</td>
<td>2.44 8.0 1.78 16 25 -1 0.45 3.5 1.60 7 11 -10</td>
</tr>
<tr>
<td>WATOL5L</td>
<td>2.39 7.4 1.74 16 26 0 0.25 4.5 1.76 7 11 -10</td>
</tr>
<tr>
<td>WATOL6L</td>
<td>2.44 7.7 1.78 16 24 1 0.79 3.6 1.63 7 11 -10</td>
</tr>
<tr>
<td>WATOL7L</td>
<td>2.40 7.7 1.74 16 26 1 0.46 3.6 1.57 7 11 -10</td>
</tr>
<tr>
<td>DISC</td>
<td>2.00 10.5 1.52 11 27 3 4.77 14.0 3.87 12 14 -10</td>
</tr>
</tbody>
</table>


Techniques: SPR: Species regression. WA: Weighted average. DISC: Discriminant analysis. For the abbreviations of the variants, see text.

Table 3. Experiment 1a: Calibration data set of 450 samples, analog set of 155 samples and no-analog set of 27 samples. Evaluation of the variants of the species regression, weighted average and discriminant analysis techniques.

Figure 2. Principal component regression technique. Variation of the values of the multiple correlation coefficient (R) and the standard error of the residuals of the calibration data set (SE) vs. the number of principal components retained in a Q-mode analysis of the cosine-theta matrix with linear regression (COSLIN) and nonlinear equation (COSQUAD). Diamond: without rotation. Triangle: quartimax rotation. Star: varimax rotation.
Table 4. Experiment 1a: Calibration data set of 450 samples, analog set of 155 samples and no-analog set of 27 samples. Evaluation of the variants of the principal component regression technique.

The residuals of the calibration data set for the different variants of the principal component regression technique, we calculated the multiple correlation coefficients and the standard errors of residuals, both unadjusted (RNA, SENA) and adjusted to take into account the degrees of freedom lost (RA, SEA).

To evaluate the errors of the estimates of the analog and no-analog sets, we calculated two statistics, SE and the mean of the absolute values of the errors of the estimate (ME) and three indices: the maximum of the absolute values of the errors of the estimate (ME) and
the number of absolute values of the errors of the estimate exceeding 2 °C and 3 °C, respectively (E≥2 and E≥3).

With these data available, the initial question must be readdressed: which is the best technique? The best technique, according to any of the indices or statistics chosen, is that which provides the minimum value for the index or statistic in question. But such minimum values do not coincide in a single technique. Therefore it is necessary to recur to an evaluation procedure which is applied, independently, to the errors of the estimate of the experimental sets, both analog and no-analog. A score of 2 was assigned to the values of each index or statistic exceeding the minimum value of the index in question by less than 10%; for those exceeding the minimum by 10 to 20%, by 20 to 30%, by 30 to 40% and by more than 40%, the scores assigned were 1, 0, -1 and -2, respectively. By adding the scores of each technique when applied to each analog and no-analog set, an evaluation of its response to each case is obtained, with values ranging from 10 (the theoretical maximum, if the technique produces minimum values for all the indices and statistics) to -10 (for technique with bad values for all indices and statistics).

A new round of experiments was now carried out, taking into account only the best transfer functions and modern analog techniques according to the previous evaluation procedure. The calibration data set of 450 samples was divided, also randomly, into three sets of 150 samples (experiments 1b, 1c and 1d). The errors of the estimate of each of these new sets (and of the no-analog set) were calculated, taking in every case the 455 remaining samples as the calibration data set. The errors of the estimate of the four experiments with analog sets (605 in total) and with no-analogs (4x27 in total) were combined, their indices and statistics were calculated and these were submitted to the above-described evaluation procedure.

Subsequently, and only using the two best procedures for the analog set, two other types of possibilities were tested. Firstly (experiment 2) the samples with absolute values of the errors of the estimate that were greater than 2 °C and 3 °C were eliminated from the four provisional calibration data sets, and the estimation of temperatures and the indices and statistics calculation were repeated.

Secondly (experiment 3), the calibration data set was divided into five groups, using the k-means clustering procedure (in SYSTAT, 1992). The resulting groups are biogeographically coherent and contain 271, 36, 127, 133 and 38 samples, respectively. Each group was randomly divided into three subgroups and then the values of the winter temperatures of each subgroup were estimated with the best transfer function, using the other two subgroups as provisional calibration data set. Given that groups 2 and 5 contain few samples, the transfer functions with a nonlinear equation of the second degree could not be applied. In the case of the modern analog technique, this test has not sense (except in reducing computation times).

RESULTS

TRANSFER FUNCTIONS

Residuals of the calibration data set

Table 2 show RA, RNA, SEA and SENA for the different variants of the principal component regression technique. As the equamax and quartimax rotations produce very similar results, only those of quartimax are shown. Figure 2 shows the graphics of the Q-mode analysis of the cosine-theta matrix. Certain aspects are worthy of mention:

a) For any association matrix, rotation criterion or regression type, when the number of principal components increases there is an increase in R and a decrease in SE, marked at first and very slight at the end.

b) When the association matrix, rotation criterion and number of principal components is unchanged, quadratic regression gives better results than linear regression.

c) For any association matrix and regression type, the non rotated matrix gives better results than the rotated ones when few principal components are retained (except in the case of the cosine-theta matrix and just one principal component) but above a variable number of principal components (from 4 to 7) the results are virtually identical.

With this criteria for evaluation, the choice of the method would be very simple: variance-covariance matrix, rotation (any of the three), 18 principal components and quadratic regression (RNA = 0.990, SENA = 0.984 °C) although the other methods, using 18 principal components and the nonlinear equation, obtain very similar results.

Errors of the estimate of the analog and no-analog sets

Tables 3 and 4 lists the SE, ME, MxE, E≥2, E≥3 and evaluation results (V) of the experiment 1a. Figures 3 to 5 represent the values of some of these indices and statistics for the variants of the principal component regression technique. A brief inspection of the figures or of the tables shows that the results of the evaluation of the different procedures, based on the analysis of the residuals of the calibration data set, cannot be extended, by any means, to the errors of the estimate produced by these procedures when they are applied to samples that are not included in the calibration data set. From this it is concluded that the residuals of the calibration data set are not suitable for evaluating transfer functions.

For the case of the variants of the principal component regression technique (Tab. 4), SE (Fig. 3) also decreases, in the analog set, when the number of principal components in the linear equations increases, attaining similar values for all the procedures above a certain number of principal components, except in CORNR. But in the quadratic equations, the behaviour of SE is more irregular. In general, when the number of principal components increases, the value of SE first shows a considerable decrease, followed by less marked decreases until a minimum is reached, when it begins to increase again; with 18 principal components the SE values are
comparable to those obtained with 2 to 4 principal components. For the no-analog set, the plots usually illustrate local maxima and minima, and the minimum SE values do not correspond to the maximum number of principal components, not even in the linear equations; in CORNRLIN and in all the COS procedures, the highest SE value does not correspond to one, but to 2 or 3 principal components. In some VCVQUAD and COSQUAD procedures, the minima correspond to a low number of principal components, 4 or 5.

ME responds in a very similar way to SE, both in the analog and the no-analog sets, and thus it does not appear.

**MxE** (Fig. 4) is more irregular in the analog set, and various plots show local maxima and minima; in most procedures, QX and VX respond similarly, while NR is somewhat different: the best values correspond to VX or QX, except in COSQUAD. Finally it should be noted that in the case of VCV the best results correspond to 3 principal components. With reference to the no-analog set, the plots for MxE are relatively similar to those of ME.

To conclude the results of the principal component regression technique, the plots of E>2 and E>3 for each set, both analog and no-analog, are fairly similar; for that reason only those of E>2 appear (Fig. 5). In the case of
the analog set, the behaviour is similar to that of ME: in the linear equations (excepting irregularities when a low number of principal components are retained) there is a tendency for the index to decrease as the number of principal components increases. In the quadratic equation, the best results are achieved with 9 to 12 principal components, with the graphs forming U or V shapes. For the no-analog set, the graphs are very irregular, particularly in the case of the quadratic equations.

With respect to the technique of species regression, as may be seen in Table 3, some indices and statistics worsen when the number of species is reduced to 18, while others remain unchanged and one improves. However, on applying an equation of the second degree, the results are very bad. Transforming the relative abundances, such that each sample is a vector of length one, does not improve results, either. On the other hand, in the case of the analog set, some logit transformations achieve better results than the original technique for SE, MxE, E>2 and E>3. For the no-analog set, the results are, in general, worse.

In the weighted average technique (Tab. 3), the estimates without posterior regression (WAOPT and WATOL) produce worse results for most statistics and indices. When regression is added, the linear equation gives worse results in the analog set than in the quadratic and the potential, except in MxE. On the other hand, in the no-analog set, it gives better results for SE and ME. To sum up, the indices and statistics of the potential are,
in general, equal to or better than those of the quadratic.

Finally, discriminant analysis (Tab. 3), even though not performed under the most suitable conditions (as described above) provided acceptable results for the analog set, enabling the expectation of improved results when applied to a more suitable calibration data set.

According to the evaluation procedure above described, the best results of the experiment 1a correspond to some of the variants of the principal component regression technique. These are, for the analog set, CORQX9QUAD and CORVX9QUAD (6 points), CORNR10QUAD (5 points), CORNR8QUAD, CORNR9QUAD, CORQX7QUAD and CORVX7QUAD (4 points); for the no-analog set, VCVNR5LIN and VCVNR6LIN (9 points), VCVNR7LIN and VCVVX-4QUAD (8 points) and VCVNR8LIN, VCVQX6LIN and VCVQX7LIN (7 points).

Then, the experiments 1b, 1c and 1d took place, applying the transfer functions above cited and the indices, statistics and valuations of the errors of estimate of the combined four experiments were calculated (Tab. 5). The best procedures were seen to be CORNR8QUAD and CORNR9QUAD for the analog set and VCVNR-6LIN for the no-analog set.

The transfer functions CORNR8QUAD and CORNR9QUAD were used in experiment 2 (Tab. 6). The multiple correlation coefficients and the standard errors of estimate of the calibration data set decreased.
Table 5. Evaluation of the best transfer functions giving the results in experiment 1a. Collected errors of the estimate for experiments 1a, 1b, 1c, and 1d.

markedly, as was to be expected, but the changes, in the case of the analog set, were really insignificant, with five of the six procedures producing identical results. These results agree with those of Le (1992), who eliminated the samples with absolute values of the residuals of above 2.3 °C and those with communality below 0.9; with this procedure, he obtained similar estimates, applying the new equation to the downcore samples.

With regard to experiment 3, the transfer function CORNR9QUAD was used. The indices and statistics corresponding to the set of errors of the estimate of the three subgroups available for experiment (Tab. 6, row KMEANS) are not promising. For this reason further experimentation with this possibility, and others of a similar nature, was abandoned.

Figure 6A represents the errors of the estimate of the transfer function CORNR9QUAD<3 with respect to the observed temperatures and the corresponding regression line. The low value of the correlation coefficient (r=0.209) indicates the slight correlation of the values. The value of the slope of the regression line is very small (0.055) but its corresponding t value (5.256) enables us to reject the null hypothesis that the slope of the line is zero (p<0.001). The ordinate at the origin (-0.977) also has a t value (-5.091) that refutes the null hypothesis. It must be concluded, therefore, that the function tends to overestimate at low temperatures and to underestimate at high temperatures.

Figure 6B shows, for the CORNR9QUAD function applied to the whole calibration data set, the relation between the absolute values of the error of the estimate and the values of the T² index for the detection of outliers (R mode). A simple inspection of the plots reveals that the greatest errors of the estimate are associated with low T² values (samples that cannot be considered outliers)

Abbreviations: as for Tables 2 and 3.

Table 6. Experiments 2 and 3. Comparison of the results obtained after eliminating from the calibration data sets those samples with absolute value of the error greater than 2°C and 3°C (experiment 2) and evaluation of CORNR9QUAD applied to groups differentiated by the k-means clustering procedure, KMEANS row (experiment 3).

according to the corresponding F values) while those samples with higher T² values have absolute errors of the estimate that do not exceed 2.5 °C. As regards regression, the correlation coefficient (r=0.021) is very low and the t value (0.522) does not enable us to reject the null hypothesis that the slope of the line is zero (p=0.602).

Turning our attention to the relationships between communalities and errors of the estimate. Figure 6C shows those corresponding to the COSNR9QUAD (one of the best of all the functions based on the Q-mode). The results are visually comparable to those of Figure 6B, with the obvious difference that in this case the outliers are the samples with low index values for the communalities. The null hypothesis (i.e. that the slope of the regression line is zero) can be rejected (t=-3.868, p<0.001). This indicates that as the communality decrease the error increases; in this case there are five outliers (communality less than 0.6) with errors that exceed 2.5 °C. But as in the previous case, the biggest errors also correspond to samples that are not outliers.

MODERN ANALOG TECHNIQUE

The statistics and indices of the errors of the estimate are given in Tab. 7A. For the analog set, the weighted average usually produces the best results. For the non-analog set, COS, EUC and MANH give better results with the weighted averages while SCH2 and CH12 perform better with unweighted means. After applying the evaluation method used for the transfer functions, the best procedures for the analog set were seen to be MATSCH21DW, followed by MATSCH2CSW, MATSCH2UW and MATCH21DW. For the non-analog set, MATSCH2CSW followed by MATSCH2UW and MATCH2UW.

The MATSCH21DW procedure was repeated, after eliminating from the provisional calibration data set those samples that, when this procedure was applied to them, presented absolute values of errors of the estimate exceeding 2 °C and 3 °C (experiment 2; MATSCH-21DW<e and MATSCH21DW<3, Tab. 7A ). As no improvement in the results was observed, research along this line was abandoned.
procedure for the analog set and MATSCH2CSW is the best for the no-analog set.

Figure 7A shows the errors of the estimate of MATSCH2IDW with respect to the temperatures observed. As in the case of the CORNR9QUAD<3 transfer function, the procedure tends to overestimate at low temperatures and to underestimate at high ones, though somewhat less. Both the slope of the regression line (0.032) and the ordinate at the origin (-0.518) are lesser and also non zero (p<0.001 in both cases).

To discover whether the characteristics of the method itself enable us to estimate the magnitude of the errors of the estimate, the absolute values of these are shown with respect to the averages of dissimilarities with the analog -ten samples- subsets (Fig. 7B), to the minima dissimilarities (Fig. 7C) and to the standard error of the mean of the temperatures of the analog subsets (Fig. 7D).

The plot of the absolute value of the error of the estimate vs. the average of dissimilarities presents a low correlation; the greatest errors of the estimate correspond to small or large averages of dissimilarities (in fact, the greatest error corresponds to an average of dissimilarities that is not very large), while the slope of the regression line (5.405, t=6.771, p<0.001) indicates that as the average of dissimilarities increases, so does the error. However, in any case it is clear that a high average of dissimilarities does not indicate necessarily a large error.

The plot of the minimum dissimilarity is comparable and analogous considerations may be made.

The plot of the standard error of the mean of the temperatures is more promising. The correlation coefficient is not much higher (r=0.391), while the slope of the regression line (0.526, t=10.431, p<0.001) also indicates that as the standard error increases so does the error of the estimate; the highest standard errors correspond to errors of the estimate that range from high to almost zero. However, all the samples with a small standard error present a low error of the estimate. Thus, some concrete conclusions may be drawn.

**Figure 6.** A) CORNR9QUAD<3 transfer function. Plot of the error of estimate (EE) vs. observed temperature (OT). EE=-0.977+0.55OT; r=0.209; t_{0.05}=5.059, p<0.001, t_{0.01}=5.256, p<0.001. B) CORNR9QUAD transfer function. Plot of the absolute value of the residual (IRI) vs. T² value (test for outliers). IRI=1.067+0.53T²; r=0.021; t_{0.05}=18.204, p<0.001; t_{0.01}=0.522, p=0.602. C) COSNR8QUAD transfer function. Plot of the absolute value of the residual (IRI) vs. communality (C). IRI=3.853-2.691C; r=0.156; t_{0.05}=5.758, p<0.001; t_{0.01}=3.868, p<0.001.

As the number of processes to repeat is not excessive, CSW, all the IDW and the two best UW procedures, were repeated with the other three provisional calibration data sets. Table 7B shows that MATSCH2IDW is still the best

**Comparison of the Results of the Transfer Functions and the Modern Analog Technique**

The comparison of the results of the best modern analog and transfer function techniques show that the former is, in general, superior. For the analog set, the differences between the best indices and statistics of one and the other are as follows: SE_{analog}=0.30 °C, ME_{analog}=0.33 °C, E>3_{analog}=26, E>2_{analog}=41; only MxSE_{analog}=-0.74 °C is better in the transfer function. The comparison provides similar results for the no-analog set: SE_{analog}=0.25 °C, ME_{analog}=0.35 °C, E>3_{analog}=6; the transfer function is superior in MxSE_{analog}=-0.32 °C and in E>2_{analog}=5.

Figure 8 illustrates the errors of the estimate of MATSCH2IDW and CORNR9QUAD<3. The horizontal and vertical lines limit what, arbitrarily, are termed acceptable estimates: absolute values of the errors of the estimate of less than 2 °C. Apart from the central region (acceptably estimated samples with both techniques) a series of peculiarities should be noted:
### Table 7. Evaluation of the variant of the modern analog technique. A: experiment 1a, calibration data set of 450 samples, analog set of 155 samples and no-analog set of 27 samples. B: collected errors of the estimate for experiments 1a, 1b, 1c, and 1d.

| A | MATCOSW | 2.01 | 10.5 | 1.32 | 13 | 28 | -9 | 2.55 | 5.0 | 2.03 | 8 | 10 | -9 |
|   | MATCOSUW | 2.91 | 12.0 | 2.43 | 48 | 83 | -10 | 3.06 | 7.9 | 2.73 | 12 | 16 | -10 |
|   | MATCH21DW | 1.61 | 10.2 | 0.92 | 6 | 13 | 5 | 1.99 | 4.5 | 1.56 | 2 | 9 | -2 |
|   | MATCH21UW | 1.63 | 9.0 | 1.05 | 7 | 17 | 3 | 1.72 | 3.7 | 1.33 | 3 | 7 | 3 |
|   | MATEUC1DW | 1.98 | 10.2 | 1.30 | 13 | 28 | -9 | 2.51 | 5.0 | 2.12 | 9 | 13 | -10 |
|   | MATEUC1UW | 1.98 | 10.2 | 1.30 | 13 | 28 | -9 | 2.51 | 5.0 | 2.12 | 9 | 13 | -10 |
|   | MATMANH1DW | 1.79 | 10.9 | 1.00 | 11 | 19 | -5 | 2.35 | 5.0 | 1.82 | 6 | 11 | -10 |
|   | MATMANHUW | 1.85 | 10.6 | 1.17 | 7 | 26 | -4 | 2.51 | 5.0 | 2.12 | 9 | 13 | -10 |
|   | MATCH21DW | 1.39 | 7.5 | 0.86 | 6 | 10 | 10 | 1.88 | 4.0 | 1.42 | 5 | 8 | -1 |
|   | MATCH21UW | 1.57 | 8.5 | 0.99 | 6 | 11 | 7 | 1.58 | 3.6 | 1.20 | 0 | 2 | 10 |
|   | MATCH21D2W | 1.56 | 8.2 | 0.98 | 7 | 18 | 5 | 1.58 | 3.6 | 1.20 | 2 | 7 | 5 |
|   | MATCH21D2W<3 | 1.54 | 8.0 | 1.09 | 8 | 20 | 2 | 1.77 | 4.2 | 1.40 | 3 | 5 | 3 |
|   | MATCH21D2W<2 | 1.59 | 10.0 | 1.72 | 22 | 49 | -6 | 2.35 | 5.0 | 1.82 | 6 | 11 | -10 |

| B | MATCOSW | 1.88 | 10.5 | 1.36 | 55 | 128 | -5 | 2.36 | 5.3 | 1.91 | 25 | 43 | -10 |
|   | MATCH21DW | 1.43 | 10.7 | 0.88 | 25 | 53 | 7 | 1.70 | 4.5 | 1.38 | 5 | 27 | 2 |
|   | MATCH21UW | 1.50 | 10.3 | 1.02 | 28 | 78 | 1 | 1.57 | 3.8 | 1.24 | 9 | 25 | 4 |
|   | MATEUC1DW | 1.72 | 10.8 | 1.11 | 46 | 91 | -2 | 2.00 | 5.4 | 1.63 | 13 | 33 | -8 |
|   | MATMANH1DW | 1.59 | 10.0 | 1.00 | 34 | 84 | 0 | 1.94 | 5.0 | 1.82 | 12 | 28 | -6 |
|   | MATCH21DW | 1.36 | 10.5 | 0.86 | 21 | 52 | 10 | 1.63 | 4.2 | 1.26 | 10 | 25 | 1 |
|   | MATCH21UW | 1.64 | 10.7 | 1.57 | 75 | 179 | -4 | 1.47 | 3.8 | 1.17 | 7 | 23 | 8 |

Abreviations
- Indices and statistics: As for Table 3.

The conclusion is disappointing: agreement of the estimates with the two techniques does not guarantee accuracy. Unless it is not a case of bad estimates but rather one of defects in the calibration data set, as it will be shown below.

These aspects are also reflected in Figures 9A and B, which show the absolute values of the differences between the estimates of the two techniques and the absolute values of their errors of the estimate. Studying these values leads to the striking conclusion that a high difference is associated with an acceptable estimate with MATSCH2IDW, while a small difference, unfortunately, does not guarantee a small error of the estimate. This conclusion may also be derived from Figure 8.

Regarding the relation between the dissolution of the samples and estimation errors, fifty of the hundred and eighty six samples examined by Kipp (1976) included in the calibration data set are core-tops with moderate to severe dissolution. Table 8 shows that both techniques, when applied to samples without dissolution, produce errors comparable to those of the calibration data set. The exception is CORN9QUAD<3, which works better with respect to errors of less than -2 °C. However, when they are applied to samples with dissolution, both techniques are worse, except again, CORN9QUAD for errors of less than -2 °C. In any case, the number of samples with dissolution is clearly insufficient to draw definitive conclusions in this respect.

### NATURE OF THE ERRORS

Figure 10 illustrates the location of the samples of the calibration data set which, after being estimated with the MATSCH2IDW techniques, present errors of more than 2 °C or less than -2 °C.

First of all, we should wonder if the incorporation of core-top data from various authors can be a source of anomalous estimates. But with the simplifications introduced in the taxonomic list, we think that errors with this origin are minimum. Firstly, because of the characteristics of the modern analog technique used, rare species in all the core-top samples should not be responsible of the anomalies. Secondly, some anomalies are in core-top data.
samples with anomalous percentages (with respect to sea surface temperature) of unmistakable species; as an example, let consider the strip of samples with negative errors mentioned in the next paragraph. Thirdly, anomalies due to different taxonomic conceptions of common species (like *Gobigerina bulloides* - *G. falconensis* or *Neogloboquadrina pachyderma* - *N. dutertrei*) could be very possible if all the samples of the same author from a region have got the same kind of anomaly (positive or negative), but this is not so. For example, in front of the coast of Africa, between 16° N and 25° N, there are 16 samples, 6 from Kipp and 10 from Pujol; from them, 5 have got anomalies, all positive, 2 from Kipp and 3 from Pujol.

The first point that strikes the attention is a strip of samples with negative errors extending along the North American coastline and continues past Greenland and Iceland as far as Spitzbergen. The reason why the technique estimates, in these cases, higher temperatures than the observed ones does not seem to lie in the slight overestimation at low temperatures noted previously. It is obvious that some species are present in percentages that are higher or lower than those to be expected for the observed temperatures, and seem more appropriate to warmer waters. Thus, between latitudes 38° N and 50° N, the samples with errors of less than -2 °C have percentages of *Globorotalia inflata* and/or *Globigerinoides ruber* and/or *Globorotalia culturata* that are higher than expected. To the N of parallel 50° N, the badly estimated samples have low percentages of left-coiling *N. pachyderma* and/or high percentages of right-coiling *N. pachyderma* and/or *Globigerinina glutinata*. The samples with negative errors that are situated to the S of parallel 38° N do not present any clearly anomalous percentage, but all the species are close to the limits.

A second strip of positive errors, less clearly defined than the former, extends from the Iberian Peninsula to Cape Verde. The cause of the estimation errors is just the opposite to that of the former case: species with optimum temperatures of lower than 15° (Turborotalia quinqueloba, right-coiling *N. pachyderma*, *G. bulloides* and *G. inflata*) are present in percentages that may be termed high or very high for the observed temperatures and *G. ruber*, a species which is abundant at above a
winter temperature of 15°, has low or very low percentages.

Another group of samples is located to the S of the above-mentioned ones and is characterized by negative errors. Among these samples, the percentages of *N. dutertrei* and/or *G. cultrata* and/or *Globorotalia tumida* and/or *Globigerinoides trilobus* are high or very high with respect to the normal levels for the observed temperatures. On the other hand, the percentages of *G. ruber* are low or very low in all the samples.

The erroneous estimates are thus justified, but the anomalous percentages remain to be explained. It is always possible to raise the possibility that the core-top sample is a fossil sample, or one with reedistillation, and in some cases a very high level of dissolution might be considered (for example, a sample from the latter group, with 84% of *G. tumida*). However, given the geographical distribution of the errors, a global explanation could be sought in the general circulation of the Atlantic waters. Thus, the associations of samples with negative errors from the W Atlantic could have been swollen with relatively warm water fauna carried towards more cool waters by the Gulf - North Atlantic - Norwegian current system. The positive errors of the E Atlantic as far as Cape Verde are related to a southerly migration of fauna from relatively cool water, caused by the Alor - Canaries current system (Cifelli and Beniér, 1976). Finally, the third group of anomalies could be the result of the Equatorial countercurrent.

Obviously, not all the badly estimated samples can be explained in terms of the general Atlantic circulation. The positive errors of a group of samples located in and to the W of the Gulf of Guinea are the result of having used the seasonal winter instead of the caloric: to the S of a line from the Grain Coast (Liberia) to the mouth of the Amazon, the temperature of the sea surface is higher in February than in August. The errors of these samples disappear if the observed winter temperatures are substituted by those of the seasonal summer in the region.

Other samples, with cooler estimated temperatures than those observed, could be, in fact, samples of materials deposited during a glacial period. Such might be the case of two samples situated near the Faeroe Islands (marked with the letter f in the map in Fig. 10).

**Table 8:** Relation between dissolution of the samples and errors of the estimate.

<table>
<thead>
<tr>
<th>MATSCH2IDW</th>
<th>CORNR9QUAD&lt;3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ns</td>
<td>E&gt;2°C</td>
</tr>
<tr>
<td>Samples of Kipp (1976)</td>
<td></td>
</tr>
<tr>
<td>without dissolution</td>
<td>136</td>
</tr>
<tr>
<td>with dissolution</td>
<td>50</td>
</tr>
</tbody>
</table>

Abbreviations: As for Tables 2 and 7; Ns: number of samples. E>2°C: error of the estimate exceeding 2°C. E<2°C: error of the estimate less than 2°C.

**Figure 8:** Comparison of errors of estimate of MATSCH2IDW and CORNR9QUAD<3.

**Figure 9:** A) Plot of absolute value of the difference between estimate of MATSCH2IDW and CORNR9QUAD<3 vs. absolute value of the error of estimate of CORNR9QUAD<3. B) Plot of absolute value of the difference between estimate of MATSCH2IDW and CORNR9QUAD<3 vs. absolute value of the error of estimate of MATSCH2IDW.
CONCLUSIONS

All the following conclusions have been derived from the calibration data set employed. However, we wish to stress the fact that these may be invalidated, either totally or partially, if the calibration data set is obtained from a different ocean or hemisphere, or from another environmental regime or if a different group of organisms or environmental variable is used.

1. In the case of transfer functions, and especially of those based on a nonlinear equation of the second degree, the multiple correlation coefficient and the standard error of the estimate of the calibration data set, which are normally used to estimate the accuracy of the transfer functions, do not enable the results to be predicted when those transfer functions are applied to samples that are not included in the set.

2. Among the transfer functions analysed, the best results correspond to variants of the principal components regression technique based on R-mode analysis (and not on the normally employed Q-mode analysis). For samples of analog conditions, the best function is that based on the nonlinear equation of the second degree of the first nine non rotated principal components of the correlation matrix (CORN9QUAD). For samples of no-analog conditions, the best function is that based on the linear equation of the first six non rotated principal components of the variance-covariance matrix (VCVNR6LIN).

3. The transfer functions, recalculated after eliminating from the calibration data set the samples with high errors of the estimate, provide slightly better results for some indices and statistics when applied to analog set.

4. Results are not improved by the division of the calibration data set into a series of subgroups, determined
by the composition of the assemblages, and working with the transfer function of each subgroup.

5. The greatest errors of the estimate do not correspond to outliers (low communalities in Q mode, high T² values in R mode).

6. The best transfer function tends (very slightly) to overestimate at low temperatures and to underestimate at high temperatures.

7. In the case of the modern analog techniques, the best results correspond to the dissimilarity coefficient of the squared chord distance. For samples of analog conditions, the best results are obtained by applying an inverse distance squared weighting function. For samples of no-analog conditions, weighting with the chord similarity measure produces the best results.

8. If the samples with high errors of the estimate are eliminated from the calibration data set, the results of the modern analog technique are worsened.

9. The best modern analog technique tends (as does the best transfer function, and also to a very slight extent) to overestimate at low temperatures and to underestimate at high temperatures.

10. The values of the dissimilarity coefficient for the subsets of the most analogous samples do not enable us to predict the magnitude of the error of the estimate. On the other hand, a low value of the standard error of the mean of the temperatures of the subset of most analogous samples does enable the prediction of a low error of the estimate.

11. For most of the indices and statistics analysed, the best modern analog technique produces better results than the best transfer function.

12. An agreement of the estimates produced by the two techniques is not a guarantee that such estimates are accurate. In the case of large differences between the estimates, that performed by the modern analog technique tends to be better.

13. Most of the errors committed by the modern analog technique correspond to samples with anomalous associations for the temperatures observed. Part of such anomalous associations could be the result of faunal migration caused by the general system of oceanic currents. Others might not really be anomalous associations but rather fossil associations or the result of stratigraphic mixing. Others, too, could derive from local ecological or taphonomic conditions. Finally, the errors observed for some samples, situated to the S of the winter thermal inversion, are the consequence of having used the seasonal winter rather than the calorific.

This research was carried out under the auspices of project PB90-0797 of the DGCYT.
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